
1. Introduction
General circulation models (GCMs) are a tool of choice for scientists and stakeholders alike. GCMs consist of 
two primary components; the dynamical core and the subgrid parameterization suite (i.e., the physics pack-
age). The dynamical core is the component responsible for simulating resolved fluid flow by solving the Navi-
er-Stokes equations. The subgrid parameterizations, on the other hand, handle unresolved processes that occur at 
the subgrid scale. For the foreseeable future, both are necessary for proper simulation of the Earth system. Design 
choices in these components (e.g., numerical methods, parameter values, etc.) play a key role in the climate simu-
lated by GCMs, although this area is under-researched when compared to the volume of work exploring simulated 
climates themselves.

One such design choice is model timestep (dt). Many GCMs apply different timesteps for the dynamical core and 
parameterization suite, with dtdyn generally being constrained by the Courant-Friedrichs-Lewy (CFL) stability 
condition. Conversely, while exceedingly long physics timesteps can produce undesirable artifacts (e.g., Teixeira 
et al. (2007); Thatcher and Jablonowski (2016)), GCMs are typically stable with longer dtphys. This difference in 
dtdyn and dtphys required for numerical stability leads to the common approach of sub-cycling the dynamics and 
taking a longer physics timestep in order to reduce the computational burden associated with model simulations 
(Hourdin et al., 2017) and decrease time-to-solution (Beljaars et al., 2018).

In addition to timestep, another design choice that impacts the behavior of GCMs is how tendencies from different 
components within the subgrid parameterization suite are combined. There are two types of splitting commonly 
used in GCMs: parallel (or process) splitting, where all parameterization components start from the same state and 
their tendencies are summed at the end of a timestep, and sequential (or time) splitting, where parameterizations 
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Plain Language Summary Before an atmospheric model can produce data to be analyzed, a 
scientist must make a multitude of choices controlling subtle aspects of how the model runs. One such design 
choice is the “model timestep,” or, how big the time increments are as the model marches forward in time. This 
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are called in a particular order and each subsequent parameterization utilizes updates to the state from previous 
parameterizations already applied at that timestep (Donahue & Caldwell, 2020; Williamson, 2002).

The timestep choice and the mechanics of how the dynamical core and subgrid parameterizations communicate 
with one another fall under the broad umbrella of “physics-dynamics coupling (PDC).” The impact of PDC and 
timestepping errors has been even more infrequently studied, at least compared to spatial discretizations, resolu-
tion, parameterizations, and other more commonly discussed design choices. A comprehensive review of recent 
challenges associated with PDC can be found in Gross et al. (2018).

PDC errors, while difficult to isolate, can impact climate substantially. Beljaars et al. (2004) showed non-neg-
ligible differences when comparing numerical weather prediction forecasts with a 10-min timestep versus a 
5-min one (see also Beljaars et  al.  (2018)). Williamson and Olson  (2003) found that aquaplanet simulations 
could exhibit either a single or dual peak in the intertropical convergence zone (ITCZ), in part due to how 
much convective available potential energy (CAPE) could accumulate between subsequent timesteps of differing 
length. Mishra and Sahany (2011) noted changes in the partitioning between resolved and convective precip-
itation due to varying timesteps in a low-resolution version of the Community Atmosphere Model, version 3 
(CAM3). Williamson (2013) hypothesized that the competition for the consumption of CAPE between explicit 
stratiform condensation and parameterized convection was altered with shorter model timesteps, leading to 
fundamental changes in simulated precipitation. Wan et al.  (2014) found that reductions in timestep in CAM 
resulted in corresponding increases in resolved precipitation as well as both liquid and ice water paths. Herrington 
and Reed (2018) argued that long physics timesteps in idealized simulations exacerbated time truncation errors 
and resulted in a decoupling of analytic relationships between grid spacing and resolved vertical motions. Both 
Wan et al. (2021) and Santos et al. (2021) found large changes in cloud properties when a variety of timesteps 
were changed in the E3SM Atmospheric Model, including the physics timestep itself and the sub-cycling of 
various moist processes within the physics package. Even in superparameterized (Yu & Pritchard, 2015) and 
convective-permitting (Barrett et al., 2019) simulations, timestep sensitivity has been noted in the simulation of 
clouds and precipitation.

As model grid spacings grow smaller, extreme weather events—important targets for research given their outsized 
societal impacts—are better simulated due to improved resolution. In higher resolution GCMs, the interaction 
between resolved and parameterized convection becomes particularly complex. The “gray zone” is defined as 
a range of grid resolutions where convective plumes are partially resolved but a convective parameterization is 
still needed to account for small scale processes (Arakawa, 2004; Frank, 1983). At higher resolution, the general 
assumption has been that the physics timestep should be smaller, owing to the fact that the timescales associated 
with atmospheric motion are correlated to their spatial scale (Smagorinsky, 1974). Therefore, smaller parameter-
ization timesteps are needed to ensure subgrid processes are evaluated at timescales appropriate to small-scale 
phenomena, such as convection.

An extreme phenomena of interest is the tropical cyclone (TC). TCs are intense storms originating in tropical 
ocean basins characterized by their strong surface winds, heavy rain, high waves, and damaging storm surge. 
They are estimated to be responsible for 19,000 fatalities and $26 billion (USD) in global damages annually 
(Mendelsohn et al., 2012), making them one of the most devastating natural phenomena and an important target 
for modelers. Previous work has shown that TC simulation in GCMs can be sensitive to configuration, including 
dynamical core choice (Guimond et al., 2016; Reed et al., 2015; Zhao et al., 2012), physical parameterizations 
(Kim et al., 2012; Lim et al., 2015; Reed & Jablonowski, 2011; Vitart et al., 2001; X. Li et al., 2020), and ocean 
coupling strategy (H. Li & Sriver, 2018; Scoccimarro et al., 2017; Zarzycki, 2016; Zarzycki et al., 2016). While 
the influences of some model design choices on TCs have been explored, formally contextualizing how actiona-
ble climate data is impacted by such decisions remains sparsely researched.

There has also been little investigation into the role of PDC and timestepping in GCM-simulated TCs. Reed 
et al. (2012) found that idealized TCs at 0.25° resolution increased in intensity with decreasing timestep, which 
they attributed to increased resolved-scale precipitation. Similarly, X. Li et al. (2020) explored the sensitivity of 
TCs in both 1° and 0.25° versions of CAM to model timestep. Like Reed et al. (2012), their study focused on 
changes in storm structure using a conditional approach (i.e., the model is initialized with an existing TC vortex) 
and found that TC intensity generally decreased (increased) with decreasing timestep at 1° (0.25°) grid spacing.
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In this paper, a sensitivity at the physics-dynamics interface that manifests in changes in the number of spontane-
ously generated TCs in a GCM with differing physics timesteps is described. While previous work in this area has 
generally focused on mean climate response, large impacts on storm-level data are demonstrated here. Bit-for-bit 
identical code (i.e., identical dynamical core and parameterizations) can lead to extremely different simulated 
storm statistics by modifying the frequency at which the physics and dynamics are coupled to one another. This 
work is also unique in that it is not conditional on the existence of an initialized TC and permits the model to 
generate its own internal storm climatology.

2. Methods
2.1. Model

In this study, we apply an updated version of the Community Atmosphere Model version 5 (CAM5) (Neale 
et al., 2012), with the variable-resolution (V-R) option (Zarzycki et al., 2014) of the spectral-element (CAM-SE) 
dynamical core (Dennis et al., 2012; Taylor et al., 2007). CAM5 is the atmospheric component of the Community 
Earth System Model (CESM) version 1.2 (Hurrell et al., 2013). The configuration here closely mirrors the release 
version of CAM5 in CESM1.2. The two primary differences are a newer version of the Morrison-Gettelman 
microphysics (MG2, Gettelman and Morrison  (2015)) and that CAM is coupled to the newest version of the 
Community Land Model, version 5 (CLM5, Lawrence et al. (2019)).

In CAM5, the timestep for the dynamical core (dtdyn) is different from the parameterization suite and component 
coupling (dtphys). The specifics for the SE dynamical core timestepping are outlined in Lauritzen et al. (2018), but 
most relevant here is that the dynamics timestep depends on the CFL criterion and is halved when grid spacing is 
halved to maintain numerical stability (e.g., dtdyn is 90s (360s) for 0.25° (1°) grid spacing).

Conversely, dtphys is longer due to less restrictive numerical stability requirements. In CAM5-SE, the default 
dtphys is 1800s (900s) compared to a default dtdyn of 360s (90s) for 1° (0.25°) simulations (Lauritzen et al., 2018). 
The dynamics is therefore “substepped” or “subcycled.” For example, with a dtphys of 900s and a dtdyn of 90s, 
10 dynamics timesteps take place between calls to the physics package. This technique is applied to reduce the 
computational cost of climate models, particularly when the parameterization suite is expensive, as it is in CAM5. 
Since the timescale at which the resolved atmosphere is updated with tendencies from the physical parameteriza-
tions is governed by dtphys, this is also referred to as the “coupling interval” or “coupling frequency.”

2.1.1. Deep Convection, Large-Scale Microphysics, and Process Ordering in CAM5

Because CAM5 is a hydrostatic model run at grid spacings coarser than 10 km, it requires convective parameter-
ization. In particular, the Zhang-McFarlane (ZM) deep convective parameterization (Zhang & McFarlane, 1995) 
is used in CAM5. A full description of the scheme as implemented is contained in Neale et al. (2012). Here we 
only highlight aspects of the parameterization relevant to this study.

ZM is based on a plume ensemble approach where an ensemble of subgrid updrafts exists within a particular 
grid cell when the atmosphere is defined to be conditionally unstable in the column (Zhang & McFarlane, 1995). 
Moist convection occurs when sufficient CAPE exists and as parcels ascend. CAPE within cumulus clouds (A) is 
consumed according to the following relationship:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
= −𝑀𝑀𝑏𝑏𝐹𝐹 (1)

where Mb is the cloud base upward mass flux and F is the CAPE consumed per unit cloud base updraft mass flux. 
To close the formulation, the following relationship is used:

𝐹𝐹 =

𝐴𝐴

𝜏𝜏𝜏𝜏𝑏𝑏

 (2)

where τ is a characteristic time scale. If we assume Mb and F are constant over a model parameterization timestep 
dtphys, combining the above gives:

𝐴𝐴 = 𝐴𝐴0 (1 − 𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝∕𝜏𝜏) (3)
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where A0 and A are CAPE before and after the parameterization are applied, 
respectively. τ is defined to be a hardcoded constant in CAM and is set to a 
value of 3600s. CAM5 also includes a shallow convective parameterization 
(Park & Bretherton, 2009). Here, we refer to “convective” precipitation as 
the sum of that produced by both deep and shallow schemes, although in the 
domains and phenomena considered in this study, physics tendencies over-
whelmingly come from ZM, therefore we will assume that changes in subgrid 
convection are dominated by the ZM scheme.

Large-scale condensation is handled within the stratiform parameterization 
set, and serves to bring any remaining supersaturation within the column 
back to saturation. While technically two distinct subroutines, stratiform 
macrophysics and microphysics are tightly intertwined with one another, with 
macrophysics handling the conversion of vapor to liquid and microphysics 
defining the distribution of droplets/particles, mass fraction between liquid 
and ice, and eventual precipitation at the surface (Gettelman et  al.,  2010; 
Morrison & Gettelman,  2008). These parameterizations act on the model 
state and do not directly adjust the stability of the column (although they 
provide thermodynamic updates to the dynamics). Because of this, we refer 
to these simply as “large-scale” or “resolved-scale” parameterizations and 
treat them as providing a hard adjustment to a supersaturated atmosphere 
(i.e., in the presence of an unstable profile, a column-scale stabilization 
overturning occurs within the dynamics which results in supersaturation and 
resultant precipitation in a single timestep).

Within the CAM physics suite, parameterizations are sequentially split, 
which means each subsequent parameterization starts from the state updated 
by the preceding parameterization and all components are called in this 
sequential fashion (Williamson,  2002). Of particular importance here, the 
deep convective parameterization (ZM) is called prior to the resolved-scale 
microphysics (MG2) in the parameterization sequence for a given timestep. 

A thorough analysis of the order in which parameterizations are applied as a design choice can be found in Dona-
hue and Caldwell (2018), here we only consider the ordering applied in the public release of the model. A simple 
schematic of this process ordering is shown in Figure 1.

2.2. Experimental Configurations

We complete an ensemble of simulations using CAM5 with identical source code. All tuning parameters are 
left as default values in the public release version unless otherwise stated. All simulations follow Atmospheric 
Model Intercomparison Project (AMIP, Gates et al. (1999)) protocols. Temporally-evolving historical sea surface 
temperatures (SSTs) and sea ice are specified and applied as boundary conditions via the HadSST (Hurrell 
et al., 2008) data set. It should be noted that specified SSTs provide one-way coupling and do not permit TC cold 
wakes nor their associated surface enthalpy flux negative feedback (Zarzycki, 2016). Given even high-resolution 
global models partially under-resolve TC structure (Davis, 2018) and coupled models suffer from mean SST 
biases that can impact TC climatology (Roberts et al., 2020), this is an appropriate approximation, particularly 
since we are interested in the relative difference between simulations. Greenhouse gas concentrations and aerosol 
climatology are prescribed to reproduce observations. The model is initialized in 1984 with the first year removed 
from each analysis to ensure representative internal climatologies.

To reduce computational requirements, a V-R mesh centered over the North Atlantic Ocean (NATL) is applied. 
This mesh is shown in Figure  2 and has been used in previous regional TC studies with CAM-SE (Reed 
et al., 2020; Stansfield, Reed, & Zarzycki, 2020; Stansfield, Reed, Zarzycki, Ullrich, & Chavas, 2020; Zarzy-
cki et al., 2017), with simulated climatologies described therein. V-R grids in CAM-SE have been shown to 
reproduce regional statistics when compared to globally-uniform high-resolution meshes at a cost that scales 
approximately linearly with the reduced number of elements (Zarzycki et al., 2014). Here, the refined mesh 
over the NATL is approximately 0.25° (28 km), which is considered the "high-resolution” configuration of 

Figure 1. Flowchart for sequential-splitting of major parameterizations within 
the Community Atmosphere Model version 5. Boxes in light blue are part of 
the subgrid physics package while dark blue denotes the dynamical core. The 
number of subcycled steps in the dynamical core (m) for a given resolution is 
equal to dtphys/dtdyn. Note that this is not an exhaustive list and some processes 
are omitted for brevity. Loosely based on Figure 1 in Park et al. (2014).
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CAM used for previous studies (Bacmeister et  al.,  2014; Roberts et  al.,  2020; Walsh et  al.,  2015; Wehner 
et al., 2014). The background global grid is 1°. All model components (e.g., atmosphere, land, ocean, etc.) 
use the same grid, eliminating the need for spatial remapping during coupling. Explicit diffusion is scaled by 
adjusting a scalar hyperdiffusion coefficient based on local grid spacing as defined in Zarzycki et al. (2014). 
While physics tendencies are only calculated every dtphys, we apply them fractionally at every dynamics substep 

(i.e., se_type = 0 in CAM-SE) as in Thatcher and Jablonowski (2016), who 
showed this method reduced undesirable large-scale gravity waves excited 
by long dtphys.

Five simulations are completed, shown in Table 1. The dynamics timestep 
(dtdyn) is the same in all simulations since it is governed by the finest grid 
spacing to satisfy the CFL criterion. Three simulations hold τ fixed at 3600s, 
which is the default value in ZM. The only change distinguishing these three 
simulations is to dtphys, governed by setting a single variable (ATM_NCPL) 
in the CAM configuration at model run time. Two sensitivity simulations 
hold dtphys fixed at 450s and contain a single tuning modification to the deep 
convective parameterization. These will be discussed later in the manuscript.

All analyzed data are 22 years in duration (1985–2006, inclusive). Initial-con-
dition perturbed ensemble members using dt900 show similar mean climatol-
ogies when compared to one another (Stansfield, Reed, Zarzycki, Ullrich, 
& Chavas, 2020), therefore the length of these simulations is sufficient to 

Figure 2. Variable-resolution Community Atmosphere Model-spectral element grid used in this study. The innermost nest 
over the North Atlantic Basin is nominally 0.25° (28 km) grid spacing.

Name Years dtdyn dtphys (ATM_NCPL) τ dmpdz

dt1800 22 90s 1800s (48) 3600s 1 × 10 −3

dt900 22 90s 900s (92) 3600s 1 × 10 −3

dt450 22 90s 450s (192) 3600s 1 × 10 −3

𝐴𝐴 𝐴𝐴𝐴𝐴450,𝜏𝜏− 22 90s 450s (192) 900s 1 × 10 −3

dt450,dmpdz 22 90s 450s (192) 3600s 0.3 × 10 −3

Note. dtdyn is the dynamics timestep, dtphys is the physics timestep (governed 
in CAM by the number of physics-dynamics coupling calls per day, ATM_
NCPL), τ is the convective timescale in Zhang-McFarlane (ZM), and dmpdz 
is the entrainment factor in ZM. The top three are considered the base 
experiments, while the latter two are discussed in the sensitivity section.

Table 1 
Experimental Details in This Paper



Journal of Advances in Modeling Earth Systems

ZARZYCKI

10.1029/2021MS002791

6 of 21

accurately represent the mean TC climatology of the model. All results are normalized to annual mean values to 
be comparable with those published by other modeling centers.

2.3. Data Analysis Methodology

To track TCs, we apply the TempestExtremes software package (Ullrich & Zarzycki, 2017; Ullrich et al., 2021). 
TempestExtremes is a commonly-used and well-vetted tracker for TCs in high-resolution climate data. Briefly, 
candidate TC centers are flagged by ensuring that a sea level pressure (SLP) minimum is surrounded by a closed 
contour of SLP 2 hPa greater than the minimum within 5.5°. The geopotential height thickness between the 300 
and 500 hPa pressure levels must reach a local maximum to ensure a coherent warm core. This maximum must be 
spatially-aligned with the SLP minimum (no more than 1° offset in the horizontal) and be encircled by a closed 
ring of thickness 6 m less than the maximum. Nearby candidates within 6° of one another are merged, with 
the lowest SLP being kept. Cyclones are then stitched together in time, with storms needing to be equatorward 
of 50° latitude for at least 60 hr (not necessarily consecutive). Separate trajectories which terminate and begin 
within 12 hr and 10° of one another are merged to eliminate double-counting of broken tracks. TCs are tracked 
at standard synoptic reporting times (00Z, 06Z, 12Z, and 18Z). Near-surface wind (u10) is corrected to 10m from 
the lowest model level winds (approximately 60m) using a logarithmic profile (Garratt, 1992; Wieringa, 1992). 
The exact mechanics and tunings are explicitly defined in Zarzycki and Ullrich (2017).

Three metrics for a comprehensive evaluation of TC activity are applied. The first is storm count (n), which 
is just the frequency of discrete trajectories. We also calculate TC Days (TCD) as the total number of days 
of systems that are flagged as TCs (Webster et al., 2005). Finally, we calculate Accumulated Cyclone Energy 
(ACE), a further integrated measure that also weights more intense storms more highly than weaker storms (Bell 
et al., 2000). The inclusion of TCD and ACE provides additional context to cyclone activity beyond absolute 
numbers, although we generally focus on genesis events in this manuscript. Further details regarding TC metrics 
in climate models can be found in Zarzycki et al. (2021).

We also broadly quantify TC “seeds.” Seeds represent precursor features, generally assumed to be weakly rotating 
areas in the deep tropics, which may or may not transition to full-fledged TCs depending on a variety of factors 
including vertical wind shear (DeMaria et al., 2001), midlevel moisture and ventilation (Tang & Emanuel, 2012), 
and even translation speed (Peng et al., 2012). Since seeds can encompass both developing and non-develop-
ing TCs, the number of seeds is often greater than the number of TCs that eventually form, although a single 
agreed-upon objective metric for precursor features does not exist. Here, we defined seeds as local maxima in 
the low-level (850 hPa) relative vorticity field (ζ850 ≥ 2.5 × 10 −4 s −1) that originate equatorward of 30° latitude 
and persist for 12 consecutive hours, similar to Hsieh et al. (2020). We also enforce that seeds must occur during 
(ASO) to align with the climatological peak of the North Atlantic TC season. Cursory sensitivity analyses showed 
that increasing (decreasing) the vorticity or duration thresholds or restricting (relaxing) seasonal bounds tracked 
less (more) TC seeds within the basin, although the relative differences between the model configurations are the 
same in all cases, demonstrating the findings below are robust to particular seed classification.

Two sets of environmental (large-scale) analyses are performed that include a fixed, large-scale region. Monthly 
climatologies are derived from the straight average of model output fields. For sub-daily statistics of large-scale 
fields (e.g., distribution of gridpoint vertical velocities and spectral power of vorticity), we remove the TC 
itself from output data in order to isolate environments prior to genesis and focus the analysis explicitly on TC 
frequency controls (e.g., simulations with more TCs will have more extrema in the upward vertical motion fields). 
This isolation is done by removing all gridpoints within a 5° great-circle radius of a tracked tropical cyclone from 
the global field before evaluation.

The tropical NATL (or main development region (MDR), Goldenberg and Shapiro (1996)) domain is defined as 
5–25°N and 290–345°E and is informed by historical TC genesis climatology. While the TC climatologies are 
presented for the full calendar year for consistency with previous work, all other analysis specifically focuses on 
the months of August, September, and October (ASO), as more than 75% of all NATL TCs formed during these 
three months over the 1980–2019 period. Restricting the TC tracking to ASO provides similar findings.
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3. Sensitivity of TCs to Physics Timestep
3.1. TC Frequency

TC track density plots for the three base dtphys configurations are shown in Figure 3. To compare TC climatology, 
all trajectories at each 6-hourly tracking location are aggregated into 8° × 8° bins over the NATL. Historical 
observations from the International Best Track Archive for Climate Stewardship (IBTrACS; Knapp et al. (2010)) 
are shown in the first row for reference (1980–2019). The left column represents the annual average TC track 
density for each configuration with the difference relative to IBTrACS for that configuration on the right.

As dtphys is reduced from 1800 to 450s (Figures 3b–3d), there is a systematic increase in the number of TCs simu-
lated. CAM5 produces too many TCs for all timesteps over the equator-ward half of the MDR, although this bias 
is exacerbated with decreasing timestep. More starkly, the dt1800 simulation results in too few TCs in the Gulf of 
Mexico and western half of the NATL basin when compared to historical climatology. The sign of this bias flips 
as timestep is shortened, with dt450 generally producing too many TCs over this region. Interestingly, given this 
sign change, dt900 ends up with the most skillful storm count by virtue of lying between dt1800 and dt450.

This is formally corroborated with the annually-averaged, basin-accumulated statistics shown in Table 2. The first 
line shows the annual reference climatology from IBTrACS (interannual standard deviation in parentheses). The 
remaining lines list the same statistics for each of the model simulations. The monotonic relationship with dtphys 
is notable across all three metrics (count, TCD, and ACE). As dtphys is decreased from 1800s to 900s to 450s, the 
annual frequency (n) of NATL TCs generated by CAM5 increases, with the 450s configuration producing nearly 
twice as many TCs as the 1800s. This response is also clear in both TCD and ACE. The fact that TCD and ACE 
follow approximately similar changes with timestep on a relative (i.e., percentage) basis when compared to count 
implies changes in the frequency of genesis events is the primary driver in this response, not large shifts in storm 
intensity or lifetime, which would preferentially appear in such metrics. This is also verified by comparing per 
storm statistics (e.g., average TCD per storm, ACE per storm, etc.), which are broadly similar across the three 
configurations.

Also shown in Table 2 is the computational cost of each simulation on the National Center for Atmospheric 
Research's (NCAR's) Cheyenne supercomputer. dt450 is 58% more “expensive” than dt1800. Since dtdyn is identical 
across all simulations, this added cost is due to the increased frequency of calculating subgrid tendencies and the 
associated coupling. While this is only shown as an informal timing estimate, it further emphasizes the practical 
motivation of substepping the dynamical core between subsequent calls to the subgrid parameterization suite and 
why it can be a necessity in the face of computational constraints (e.g., deadline for completing simulations, fixed 
allocation of resources for a project, etc.).

3.2. Large-Scale Climatology

There are two primary ways dtphys can modulate the atmosphere in order to induce a change in TC frequency. One, 
the large-scale background state can be modified in a way that makes genesis statistically more probable (i.e., 
given a fixed number of seeds in an environment, the probability of those becoming full-fledged TCs changes). 
The second mechanism is through short-term variability within the climate system (i.e., changing the number of 
seeds themselves, even assuming an unchanged environmental baseline).

We first evaluate the mean climatological state produced by the model during TC season (ASO). The large-
scale environment has been shown to be important for statistical prediction of TC genesis events (Camargo 
et al., 2007). Particular emphasis has been focused on quantities such as SST, atmospheric instability, vertical 
wind shear, local vorticity, and mid-level relative humidity. Note that for these simulations the SST is prescribed 
and therefore identical.

Figure  4 shows ASO averages of the tropical NATL for a variety of environmental parameters. The central 
column is the climatological mean for dt900, with the left (right) columns showing the difference of the dt1800 
(dt450) simulation relative to dt900. An area weighted mean is also calculated over the MDR, outlined by the black 
box in each panel and shown in Table 3.
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Figure 3. Annually-averaged tropical cyclone (TC) track density for (a) IBTrACS observations and (b–d.) the dt1800, dt900, and dt450 simulations. Units are number of 
TCs transiting per 8° × 8° per year. The bias for each gridbox in the model simulations relative to IBTrACS is shown in (e–h).
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The top three rows denote large-scale precipitation, convective precipitation, 
and total precipitation, which is just the sum of the large-scale and convective 
components. Convective parameterization dominates the precipitation clima-
tology over the tropical NATL (Figures 4b, 4e and 4h), unsurprising given 
the ASO timeframe.

Looking at the left and right difference panels, there is notable tradeoff 
between the large-scale and convective precipitation with changing timestep. 
As dtphys is shortened (lengthened) the large-scale precipitation increases 
(decreases) while the convective precipitation decreases (increases). This 
tradeoff results in somewhat offsetting differences in total precipitation 
(Figures  4g–4i and third line of Table  3). The 500  hPa pressure velocity 
(ω500) in Figures 4j–4l is inversely correlated to the total precipitation, imply-
ing that areas of increased (decreased) precipitation are associated with more 
negative (positive) ω500 and therefore more (less) upward motion.

In addition to the precipitation and vertical velocity fields, we also evaluate 
four fields considered to be strong predictors of TC genesis. These are rela-

tive vorticity (ζ), moist entropy deficit of the middle troposphere (χm), vertical wind shear, and maximum poten-
tial intensity (MPI) (Emanuel, 2010). χm is calculated at 600 hPa following Emanuel (2013) and MPI is calculated 
following Bister and Emanuel (2002). These four components are commonly included in genesis potential indices, 
used to evaluate the conduciveness of a particular regional environment to TC formation (Bruyère et al., 2012; 
Camargo et al., 2007).

Unlike the precipitation-based quantities, the changes in the mean ASO tropical NATL climatology with model 
timestep for the genesis variables are relatively small. Neither MPI or wind shear show a monotonic relationship, 
with highest (lowest) values of MPI (shear) occurring with the intermediate dt900, although all values are within a 
few percent of one another. χm becomes slightly larger as timestep is decreased (from dt1800 to dt450), representing 
a small drying of the middle troposphere. Links between resolved-scale precipitation and subsidence (and associ-
ated drying) as a function of model resolution are discussed in Herrington and Reed (2020) and are likely relevant 
here. Average relative vorticity also decreases slightly as timestep is decreased, indicating a tendency toward 
more anticyclonic motion in dt450. Interestingly, while this difference is quite small, this response is opposite what 
might be expected given Table 2, where dt450 produced the most TCs.

In general, the key difference between the large-scale climatology of the simulations is the percentage of rainfall 
that comes from the deep convective parameterization (i.e., the partitioning between resolved and unresolved 
rainfall). All other quantities (including total precipitation) are within a few percent of one another, implying that 
the large-scale environment is not sufficiently different between the simulations to explain the large increase in 
TC activity with decreasing physics timestep.

3.3. Dynamical Processes

While subtle differences exist in the large-scale environmental conditions, these do not appear to be of sufficient 
magnitude to account for the differences in TC frequency seen in Figure 3 and Table 2. This can be further 
inferred as the case when noting the required differences in genesis indices to result in an attributable change in 
TC frequency are large (Camargo et al., 2020). Therefore, if the mean climates are highly similar, TC frequency 
would need to be impacted by variability on shorter timescales (order of hours to days) within the model. Figure 5 
shows the grid-point frequency distribution of three variables in the CAM5 simulations; large-scale precipitation 
rate (PRECL), convective precipitation rate (PRECC), and 500 hPa vertical pressure velocity (ω500). All variables 
are instantaneous values within the MDR reported at the same 6-hourly synoptic times used by the TC tracker 
with TC fields removed using the technique discussed in Section 2.3.

As dtphys decreases, the tails of both the PRECL and ω500 distributions are extended toward more extreme values, 
while the PRECC distribution narrows. The changes in PRECL and PRECC do not offset, resulting in an over-
all broadening of the precipitation rate distribution with decreasing dtphys (not shown, but can be assumed by 
combining distributions in Figures 5a and 5b). In GCMs, ω500 has been shown to be a good predictor of TC 
genesis frequency (Zhao & Held, 2012), which would agree with the results in Table 2. The broadening of the 

Data N # yr −1 TCD days yr −1 ACE kn yr −1 Cost CPUh SY −1

IBTrACS 12.3 (5.1) 71.3 (34.7) 121.6 (73.5)

dt1800 10.6 (3.4) 66.2 (20.6) 62.5 (25.5) 4,310

dt900 13.4 (4.8) 85.9 (37.2) 96.8 (55.5) 5,210

dt450 19.5 (5.4) 125.6 (32.6) 132.2 (60.0) 6,800

Note. n Is annual count of TCs over the NATL per year, TCD Is the number 
of TC days over the NATL per year, and accumulated cyclone energy Is the 
accumulated cyclone energy over the NATL Per Year. Each column represents 
one of the three dtphys experiments. The interannual standard deviation for 
each TC quantity is shown in parentheses. CPUh SY −1 = CPU hours (i.e., 
wall clock time) per simulated year.

Table 2 
Mean Annual Tropical Cyclone (TC) Statistics for IBTrACS and the dt1800, 
dt900, and dt450 Simulations
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Figure 4. August, September, and October spatial averages of eight quantities important for tropical cyclone genesis. Each row represents a different variable, while 
each column represents a different model simulation. The central column shows the mean climatology in the dt900 simulation, while the left (right) columns show the 
difference in the dt1800 (dt450) climatologies relative to the dt900 (center). The Atlantic Main Development Region is outlined in black.
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tails with decreasing dtphys in Figures 5b and 5c are consistent with the PRECL and ω500 responses noted in the 
mean climatology in Table 3.

This direct relationship of distribution extremes and TC frequency can be further demonstrated by a simple plot 
showing the relationship between the 99.9th percentile of 6-hourly instantaneous ASO ω500, PRECC, and PRECL 
over the MDR versus the number of simulated TCs per year (Figure 6). There is a clear monotonic relationship 
associated with ω500 (PRECL) where objective increases in TC frequency are associated with stronger extremes 
of upward vertical motion (large-scale precipitation rate) in the tail of the distribution. Also shown is PRECC, 
which exhibits a far weaker relationship with simulated TCs as a function of timestep. Replacing the x-axis with 
TCD or ACE results in a similar figure. Given the results in Figures 5 and 6 as well as Table 3, it is obvious that 
the extreme rainfall rates are dominated by resolved processes and that the decrease in convective precipitation 
with decreasing dtphys is associated with a broad decrease in the frequency of deep convective precipitation across 
all rates versus more systematic shifts in the extreme part of the rate distribution.

Figure 7 shows the spectral decomposition of ASO 850 hPa cyclonic relative vorticity (ζ850) over the NATL 
region. This is done to isolate the background low-level rotation environment, from which TCs can spawn. ζ850 at 
all points within a 5° radius around detected TCs is set to zero. Only cyclonic vorticity (positive in the Northern 
Hemisphere) is retained, although spectra containing the full relative vorticity field show similar results.

To isolate the refined region of the model important for this study we apply the technique outlined in Errico (1985) 
to detrend the NATL analysis area in order to apply periodicity to the lateral boundaries. To increase the robustness 
of the results we average over 960 times (6-hourly instantaneous snapshots for 120 days in two different model 
years) as in Skamarock (2004) and normalize to power in low-frequency wavenumbers as in Waite (2016).

Variable Units dt1800 dt900 dt450

Large-scale precipitation rate (PRECL) mm day −1 0.49 0.77 1.05

Convective precipitation rate (PRECC) mm day −1 3.46 3.29 3.09

Total precipitation rate (PRECT) mm day −1 3.95 4.06 4.14

Precipitation ratio (PRECL/PRECC) – 0.14 0.23 0.34

500 hPa pressure velocity (ω500) Pa s −1 −5.43 × 10 −3 −5.66 × 10 −3 −5.69 × 10 −3

Maximum potential intensity (MPI) m s −1 72.3 72.5 72.3

Saturation entropy deficit (χm) – 0.49 0.49 0.51

Relative vorticity (ζ) 10 5 s −1 −0.13 −0.13 −0.16

850-250 hPa wind shear (VSHEAR) m s −1 4.24 4.11 4.27

Note. Each column represents one of the three dtphys experiments.

Table 3 
August, September, and October Spatial Averages Over the Main Development Region (Black Outlines in Figure 4) for 
Relevant Large-Scale Variables

Figure 5. (a) 6-hourly, grid-point, frequency distribution for August, September, and October convective precipitation, (b) large-scale precipitation and (c) 500 hPa 
vertical pressure velocity over the Main Development Region for the dt1800 (blue), dt900 (magenta), and dt450 (orange) simulations.
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As dtphys decreases from 1800s to 900s to 450s, there are consistent increases in the power associated with ζ850 
near the grid scale (far right of distribution). This demonstrates an increase in the near-Δx variance or “noisiness” 
of the relative vorticity field. In all cases, the increase in small-scale ζ850 variance is directly correlated with the 
TC climatology defined in Section 3.1. It is clear that there is a monotonic relationship between dtphys and ζ850 
power at the larger wavenumbers on the right side of the plot (small grid sizes). As dtphys is decreased, the power 
in these near-grid-scale modes increases by approximately 15% with each halving of timestep. Scales of low-level 
rotational motion are larger (near synoptic scales) in the 1800s simulations, indicating that dtphys is subtly modu-
lating the shape of the spectrum.

Since existing TCs have been removed, the implication is that the dt450 simu-
lations are aggregating near-surface vorticity at scales closer to the resolvable 
limit of the model when compared to longer timesteps. Since TCs are only 
well-permitted at grid spacings of approximately 50 km (Walsh et al., 2015; 
Zhao & Held,  2012), this provides preferential accumulation of rotational 
motion at scales small enough for spontaneous TC genesis to more frequently 
occur in the dt450 configuration.

Finally, this can be further substantiated by an analysis of discrete TC seeds. 
Figure 8 shows the genesis density of TC seeds for each of the three configu-
rations. Seeds are tracked using the methodology in Section 2.3 and the first 
point of a trajectory where the seed criteria are satisfied is defined as genesis. 
As with TC frequency, there is a monotonic relationship of seeds with dtphys. 
The ratio of the number of seeds (annotation in Figure 8 insets) to the number 
of TCs (Table 2) within a basin implies that the probability of a seed becom-
ing a TC (approximately 30%–50% here) is comparatively similar. While it 
should be noted that the seed definition used here does not require a tracked 
TC to be tied to a specific seed, the fact that this ratio is closer across the 
simulations than the absolute TC counts themselves would indicate that the 
timestep sensitivity arises from shorter timescales modulating the TC precur-
sor environment.

Figure 6. Relationship between annual tropical cyclone frequency (x-axis) and 99.9th percentile of convective precipitation 
(PRECC, magenta), large-scale precipitation (PRECL, orange) and 500 hPa vertical pressure velocity (ω500, blue) over the 
Main Development Region for the dt1800, dt900, and dt450 simulations.
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Figure 7. Normalized spectral decomposition for August, September, and 
October 850 hPa cyclonic relative vorticity (ζ850) as a function of wavenumber. 
Six-hourly instantaneous values are used. All grid points within 5° of a tracked 
tropical cyclone are set to zero before computation. Approximate relationship 
of grid spacing to wavenumber is denoted along the x-axis.
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Viewing this small-scale variability from either an Eulerian (Figures 5–7) or Lagrangian (Figure 8) perspective 
offer the same insight: an increase in precursor, sub-TC intensity features in the simulations with shorter dtphys 
(i.e., increased coupling frequency).

4. Sensitivity Experiments
While we have demonstrated that the simulated TC frequency in CAM5 is sensitive to timestep and have vali-
dated that this arises due to differences in the small-scale, short-term variability aspects of the NATL, we seek 
further confirmation that this is indeed due to shifts in the convective versus large-scale partitioning of precipita-
tion. In order to do so, we perform two sets of sensitivity experiments with the same dtphys. In the first experiment, 
we apply dtphys of 450s but reduce τ from its hardcoded value of 3600s to 900s. Given Equation 3, a reduction of 
τ increases the amount of CAPE removed during each call of the convective parameterization, which is called 
before the large-scale microphysics (Figure 1). Therefore, this serves the purpose of enhancing convective rainfall 
which tilts the “competition” for column stabilization back toward the deep convective routine, even in the pres-
ence of a short dtphys (Williamson, 2013). This run is referred to as 𝐴𝐴 dt450,𝜏𝜏− .

In our second experiment, we repeat the dt450 experiment where τ = 3600s, except we reduce the deep convective 
entrainment rate (dmpdz) from the default of 1 × 10 −3 to 0.3 × 10 −3 m −1. By decreasing the magnitude of this 
value, the mixing of cool and dry air parcels into convective plumes is reduced. Past work has shown this param-
eter to be important for the vertical extent of convection (Rasch et al., 2019; Xie et al., 2018), simulated precipi-
tation (Bernstein & Neelin, 2016; Qian et al., 2015) and, in particular, the evolution of TCs (He & Posselt, 2015). 
Since entrainment is a mechanism that weakens subgrid convection, its reduction means that CAPE (and subse-
quently CAPE consumption) is enhanced, allowing it to effectively remove more instability before the resolved 
scale microphysics is subsequently called. This tilts the competition back “toward” the deep convective parame-
terization, even with a small dtphys and long τ.

It must be emphasized that neither of these necessarily “undo” the impact of timestep sensitivity, but rather, 
provide alternative mechanisms for adjusting the competition between subgrid parameterizations in the absence 
of modification to the timescales themselves. If this competition between precipitation mechanisms and their 
associated forcing scales are indeed the driver in TC frequency changes, we would expect the two sensitivity runs 
to produce climatological statistics more akin to the dt1800 runs due to increased convective activity, even with a 
shorter timestep.

Table 4 shows the bulk TC statistics (top) and climatological means (bottom) for the two sensitivity runs with 
dt450 also reproduced for reference. Both the 𝐴𝐴 dt450,𝜏𝜏− and dt450,dmpdz simulations result in vastly reduced TC activ-
ity, with annual frequency being reduced from 19.5 TCs yr −1 to 6.1 and 5.8, respectively. Similar decreases on 
a proportional basis are seen in TCD and ACE. Seeds also decrease accordingly, although the decrease in these 
features is larger in 𝐴𝐴 dt450,𝜏𝜏− , to the point where the number of seeds (which are restricted to ASO and being equa-
torward of 30°N) occur with less climatological frequency than basin-wide TCs themselves (which have no such 
spatiotemporal restrictions). This may imply this particular configuration has altered pathways for TC genesis 
(e.g., high-latitude or out-of-season TCs) although confirming this is beyond the scope of this paper.

Figure 8. Annual genesis density of tropical cyclone seeds per year for the dt900 simulation (center) with difference of the dt1800 (dt450) simulations relative to the dt900 
simulation on the left (right). Units are seed genesis events per 8° × 8° box per year. Basin-wide frequency of seeds per year are denoted in top right of each panel.
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When τ is reduced to 900s, the ratio of large-scale to convective precipitation is reduced, as expected. The same 
response is seen when decreasing dmpdz, confirming the “reactivation” of the deep convective parameteriza-
tion, even with a longer τ. As before, large-scale climatological ASO averages over the North Atlantic basin are 
relatively unchanged in the three runs. In particular, MPI, χm, and vertical wind shear are within a few percent 
of one another. Larger changes are noted in vertical motion (relative vorticity) for the 𝐴𝐴 dt450,𝜏𝜏− (dt450,dmpdz) runs, 
indicating the potential for more systematic changes in the mean state with fundamental modifications to the 
parameterizations (vs. just changing the timestep). In particular, the activity of ZM as measured by tendencies 
of deep convective temperature and moisture over the North Atlantic is significantly increased in the dt450,dmpdz 
simulations (moreso than 𝐴𝐴 dt450,𝜏𝜏− , not shown). While these merit further exploration in the future, the runs have 
modified the PRECC/PRECL ratio in the desired manner, therefore we continue to focus on the distribution of 
extreme values of vertical velocity and precipitation as above.

Figure 9 shows the same results as in Figure 5, except for the sensitivity runs (dt450 is reproduced in orange). Inter-
estingly, the convective precipitation frequency changes more for 𝐴𝐴 dt450,𝜏𝜏− than dt450,dmpdz (Figure 9a). The exact 
reason for this is not clear, although dt450,dmpdz has a higher frequency of weaker rates, perhaps implying that ZM is 
being triggered more often in that run. The ZM temperature and moisture tendencies occur over a slightly deeper 
portion of the atmosphere in dt450,dmpdz (not shown, but also as noted in the previous studies referenced above), 

Variable Units dt450 𝐴𝐴 dt450,𝜏𝜏− dt450,dmpdz

n # yr −1 19.5 (5.4) 6.0 (3.2) 5.8 (2.6)

TCD days yr −1 125.6 (32.6) 36.5 (23.2) 36.8 (23.1)

ACE kn yr −1 132.2 (60.0) 29.6 (26.1) 36.5 (32.0)

TC “seeds” # yr −1 66.0 (19.5) 5.8 (3.2) 15.3 (5.4)

Large-scale precipitation rate (PRECL) mm day −1 1.05 0.34 0.31

Convective precipitation rate (PRECC) mm day −1 3.09 3.60 3.64

Total precipitation rate (PRECT) mm day −1 4.14 3.93 3.95

Precipitation ratio (PRECL/PRECC) – 0.34 0.09 0.09

500 hPa pressure velocity (ω500) Pa s −1 −5.69 × 10 −3 −3.13 × 10 −3 −5.24 × 10 −3

Maximum potential intensity (MPI) m s −1 72.3 72.3 72.9

Saturation entropy deficit (χm) – 0.51 0.55 0.55

Relative vorticity (ζ) 10 5 s −1 −0.16 −0.15 −0.07

850-250 hPa wind shear (VSHEAR) m s −1 4.27 4.25 4.14

Note. Tropical cyclones “seeds” have been added to the annual climatology statistics.

Table 4 
As in Tables 2 and 3, Except for the 𝐴𝐴 𝐴𝐴𝐴𝐴450, 𝐴𝐴𝐴𝐴450,𝐴𝐴𝑑𝑑𝑑𝑑𝐴𝐴𝑑𝑑, 𝑎𝑎𝑎𝑎𝐴𝐴 𝐴𝐴𝐴𝐴450,𝜏𝜏− Simulations

Figure 9. As in Figure 5 except for the dt450 (orange), 𝐴𝐴 dt450,𝜏𝜏− (red), and dt450,dmpdz (purple) simulations.
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which also may be playing a role. However, most relevant here is that decreased τ and increased dmpdz both 
serve to reduce extremes in the tail of the large-scale precipitation and vertical velocity distributions (Figures 9b 
and 9c), expected given the reduction in resolved-scale precipitation shown in Table 4 and akin to the sensitivity 
to physics timestep.

Additional confirmation of this is shown in Figure 10, which shows reduced power in cyclonic vorticity at smaller 
spatial scales in the sensitivity runs. Reducing τ while holding dtphys fixed results in a response analogous to 
increasing dtphys while holding τ fixed (Figure 7). Further, we see that even with a high τ to dtphys ratio, the modi-
fied entrainment experiment produces a spectrum that implies reduced TC genesis relative to dt450.

These results show that the TC frequency in the model is indeed highly sensitive to the tradeoff between the deep 
convective and large-scale parameterizations. The same sensitivity to dtphys when going from 1800 to 450s can 
be reproduced via a targeted experiment designed to offset the reduced convective activity in dt450 with artificial 
enhancement via parameter modifications to the ZM scheme.

5. Discussion
5.1. Summary of Findings

In this manuscript we demonstrate that the number of TCs simulated in a free-running high-resolution GCM can 
be sensitive to the physics timestep. Keeping all aspects of the model configuration identical while only changing 
the timestep from 1800 to 450s results in an increase of greater than 80% in annual simulated TCs over the North 
Atlantic basin even though the mean summer large-scale climatology is far less sensitive to these changes.

A potential interpretation is diagrammed in Figure 11. Shorter dtphys results in less CAPE removal by the deep 
convective parameterization and therefore more intense grid-scale precipitation rates, which correspondingly 
drive more intense vertical velocities. This larger vertical mass flux drives enhanced low-level convergence (and 
stronger surface enthalpy fluxes), which accumulate low-level vorticity near the grid-scale. Spatially compact 
regions of cyclonic vorticity serve as “seeds” for simulated TCs. Since the environmental large-scale conditions 
that precede storm genesis are highly similar between the configurations, the probability of a seed becoming a TC 
is relatively similar. Therefore, it is the increase in these “seeds” that lead to the higher TC frequency associated 
with shorter dtphys.

It is known that models with CAPE-dependent deep convective parameterizations which become “less active” will 
simulate enhanced resolved (i.e., near the grid scale) moist convective motions (McTaggart-Cowan et al., 2020). 
The particular behavior outlined here is a fundamental response to the timescales over which moist processes 
are operating within the model. A possible explanation for this response is laid out in Williamson (2013). Two 

processes engage in competition to remove atmospheric instabilities. The 
total CAPE consumed by the deep convective parameterization over a phys-
ics timestep will be equal to F × Mb × dtphys. In the current configuration 
of ZM in CAM, τ is a fixed parameter. Given that τ is fixed, for a given 
convectively unstable column, the ability of the convective parameterization 
to remove instability over a single timestep will scale directly with the length 
of that timestep. Therefore, in a sequential update formulation, such as in 
the CAM physics, a shorter dtphys requires additional resolved scale over-
turning in order to remove column convective instability. This leads to more 
(less) local grid-scale (diffuse) latent heating, subsequent resolved vertical 
motions, enhancement of surface enthalpy fluxes, and small-scale aggrega-
tion of surface convergence in the presence of sufficient planetary vorticity 
to generate TCs.

From a process standpoint, this response is also highly similar to that 
observed by Zhao et al. (2012) when modifying the entrainment within the 
convective parameterization. However, it is critical to note that the behavior 
described here is not fundamentally a parameterization design choice but 
can occur across multiple simulations using identical code bases and tuning 

Figure 10. As in Figure 7 except for the dt450, dt450,dmpdz, and 𝐴𝐴 dt450,𝜏𝜏− 
simulations. Note that the 𝐴𝐴 dt450,𝜏𝜏− curve partially overlays the dt450,dmpdz one.



Journal of Advances in Modeling Earth Systems

ZARZYCKI

10.1029/2021MS002791

16 of 21

configurations. Both Reed et al. (2012) and X. Li et al. (2020) also found a 
sensitivity to timestep in TC simulations and noted changes in moist process 
partitioning, although it is important to note that their analyses were condi-
tional on the a priori existence of a TC, whereas this research explicitly 
focuses on the spontaneous genesis of such storms in free-running simula-
tions. Somewhat interestingly, timestep sensitivity to the intensity of mature 
TCs in the simulations here is relatively small, likely owing to the fact that 
the inner core processes of TCs in CAM5 are dominated by resolved-scale 
processes.

While the sensitivity experiments in Section 4 clearly show that the relation-
ship between dtphys and τ contributes to a change in TCs, all else equal, addi-
tional feedbacks associated with the convective-resolved scale partitioning 
that go beyond strictly changes in ZM CAPE consumption are likely playing 
a role. Herrington and Reed (2018) found changes in vertical velocity distri-
butions when changing the physics timestep, even in the absence of a convec-
tive parameterization, hypothesizing that this behavior arises due to time 

truncation errors when the ratio of dtphys to dtdyn becomes large. Here, a brief set of runs with the deep convective 
parameterization turned off and dtphys varied between 450 and 1800s was also completed. While the sensitivity 
was reduced relative to that outlined above, TCs also decreased with increasing dtphys, although these simulations 
also suffered from numerical instabilities (not shown). While a deeper investigation of this requires additional 
model runs and is beyond the scope of this paper, all of the above implies that multiple errors that amplify or 
offset one another likely exist and that gaps in published PDC literature remain in need of addressing. More 
idealized (e.g., Herrington and Reed (2020)) or convective-permitting experiments (e.g., Stevens et al. (2019)) 
may provide pathways for better understanding these responses.

Models with O(25 km) resolution are considered “high-resolution” in the climate community and will likely be 
used for global weather impacts research for at least the next decade, if not longer. In many cases, GCMs are 
designed and tuned to work at coarser resolutions and longer timesteps. Higher-resolution simulations require 
shorter dtphys for both stability and to ensure resolved flow does not “drift” too far from the subgrid physics between 
couplings. However, the added cost associated with tighter coupling is not insignificant (e.g., Table 2). Relatedly, 
while a formal convergence study at even smaller dtphys was not computationally feasible here, it is worth noting 
that Wan et al. (2015) found considerably weaker than expected solution convergence with CAM5-SE, even down 
to dtphys of 1s. Their findings underscore that the solutions to challenges such as those noted here are not neces-
sarily solved by blindly increasing computational expense.

One important consideration is the use of numerical models for understanding controls on TC frequency and 
how TC frequency will change in the future. It is clear that O(25 km) simulations permit TCs, although they 
under-resolve small-scale storm features (Davis, 2018). This likely puts models in a resolution space where the 
resolved scale dynamics cannot wholly support a realistic observed TC climatology, but parameterized moist 
processes can provide thermodynamic support to sustain more reasonable statistics. Living at this resolved/unre-
solved interface requires extreme care in simulation design, however, as convective gray zone modelers (Gao 
et al., 2017) can certainly attest.

It is also unclear how these choices upscale back into the global climate system. For example, Zarzycki and 
Jablonowski (2014) noted higher values of transient meridional momentum flux over the NATL during summer 
months in simulations with more TCs. Making the (highly) idealistic argument that time step only impacts TC 
frequency, this “bridge” could serve as a mechanism to impact other teleconnected aspects of the climate system.

5.2. Moving Forward

The question then becomes, how should this be addressed? The most physically consistent pathway may be to 
minimize substepping and more tightly couple the physics and dynamics in time, as is generally done in numerical 
weather prediction models (e.g., Skamarock and Klemp (2008)). This may also serve to address potential time 
truncation errors, such as those hypothesized by Herrington and Reed (2018). However, this may remain compu-

Figure 11. Schematic of mechanism that leads to the relationship between 
dtphys and the annual frequency of simulated tropical cyclones in the 
Community Atmosphere Model.
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tationally challenging for global models that need to be integrated for weeks to centuries (Gross et al., 2018). 
Improved emphasis on optimized and scalable source code (e.g., Dennis et al. (2012)) may benefit this endeavor.

One possibility is to tie τ to dtphys such that timescales are adjusted in a consistent fashion. This method was 
explored by Williamson (2013) and has been utilized in a few resolution-sensitivity studies over the past few 
years. In general, taking care to adjust timescales in a consistent manner across parameterizations produces 
results that are less sensitive to timestep, although substantial non-linearities in subgrid physics packages make it 
effectively impossible to guarantee strict convergence. In fact, in this study changing dtphys while keeping the ratio 
of dtphys and τ constant still resulted in differing climatologies (see dt1800 and 𝐴𝐴 dt450,𝜏𝜏− ).

Another option is to scale τ with horizontal resolution rather than timestep to attempt to better balance the 
tradeoff between convective and large-scale precipitation at different resolutions. This has not been done in TC 
simulations, but has been tried elsewhere (Gustafson et  al.,  2014; Ma et  al., 2014). An analogous version of 
this method was proposed by Arakawa and Wu (2013) as a mechanism for scale-aware physics. One could also 
modify τ in a profile- or flow-dependent manner, although there are no obvious examples in literature. It is worth 
noting that tying the timescale to resolution or flow does not explicitly account for the timestep sensitivity here, 
but may offer implicit solutions by modifying the parameterized versus resolved precipitation ratios.

A final wrinkle is defining the role of convective parameterization itself in high-resolution simulations. Rauscher 
et al. (2016) and Herrington and Reed (2020) both quantify how vertical velocities become more intense as grid 
spacing decreases. In practice, this more intense resolved scale motion explains why large-scale precipitation 
increases as resolution increases - effectively, the resolved scales are augmenting convective parameterizations 
in convective regimes. However, Williamson (2008) and O’Brien et al. (2013) beg the question: if one considers 
convective precipitation truly the subgrid representation of convection, then should convective precipitation rates 
change as a function of resolution in regimes unable to permit convection? Viewing through this lens (rather 
than the simple “tradeoff” used in this manuscript) requires higher-order consideration of not only total, mean 
precipitation, but also changes in rate and frequency as a function of resolution, adding another layer of complex-
ity. Since we are only focused on the timestep sensitivity at a constant grid spacing, resolution sensitivity is not 
directly applicable here, although it is obvious to see the entanglement of the two.

While all of these methods serve to mitigate timestep sensitivity by providing a more active convective param-
eterization at higher spatial resolutions, it should be noted that models at high resolution with vigorous convec-
tive parameterization tend to suffer from poorly simulated diurnal cycles of precipitation. Therefore, one could 
imagine a reduced τ improving TC climatology but negatively impacting precipitation timing over land surfaces, 
underscoring the difficulties in tuning moist parameterizations. More involved solutions may involve replacing 
parameterizations with either unified approaches (e.g., Golaz et al. (2002)) or scale-aware methods (e.g., Grell 
and Freitas (2014)).

There is no “silver bullet,” since GCMs are rarely tuned to target a specific phenomenon. Rather, the aim of this 
paper is to highlight this sensitivity; extreme caution should be undertaken when evaluating model solutions 
that target phenomena that rely on both resolved-scale and parameterized moist processes. Generalizing about 
TC-climate theory using high-resolution GCMs should ensure that results are robust to multiple timesteps and 
coupling strategies. Stakeholders and other end users of climate data should also be aware of such behaviors and 
make decisions on the credibility of existing datasets on a case-by-case basis.

Data Availability Statement
The Community Earth System Model (CESM, Danabasoglu et  al.  (2020)) tag used in these simulations is 
“cesm2_0_beta08” and can be downloaded from the CESM code repository at https://github.com/ESCOMP/
CESM. IBTrACS v4 (Knapp et al., 2010) was downloaded from the NOAA National Centers for Environmen-
tal Information at https://doi.org/10.25921/82ty-9e16. TempestExtremes (Ullrich & Zarzycki,  2017; Ullrich 
et al., 2021) was used to track both TCs and seeds and can be downloaded from https://github.com/ClimateGlobal-
Change/tempestextremes. Storm statistics and spatial plots were generated using the Cyclone Metrics Package 
(CyMeP, Zarzycki et al. (2021)) which can be downloaded from https://github.com/zarzycki/cymep. All data used 
to generate the figures contained in this manuscript are archived via Zenodo at doi:10.5281/zenodo.6334837.
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